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Abstract— In this paper, a DNA sequence compression 

algorithm through substitution mechanism has been proposed. 

The field of bioinformatics research deals with huge DNA data, 

which requires to be compressed for proper storage utilization. 

Different symbols for the different sequence of occurrence of 

DNA sequence has been chosen and compressed the sequence. 

Dynamic programming concepts have been explored in the 

proposed algorithm. 

 
Index Terms— Bioinformatics, Compression,  DNA, Dynamic 

programming. 

I. INTRODUCTION 

  Today is the era of Big Data. A very common example of 

huge database driven area of technology is Biological data 

computation. Computers play a very important role of 

biological data analysis. Biological data always require a very 

vast amount of data analysis like DNA sequencing which also 

require a very vast storage volume. As a result of which 

Biological data compression becomes an indispensible part of 

computational biological research field. Data compression is 

the technique to reduce the total number of bits. Through 

compression we can encode the actual message to fewer bits 

representation so it can take lesser amount of storage and 

transmission time will also be reduced [1]. 

DNA contains all hereditary information in form of 4 letters 

A,T,C and G [2]. DNA sequence have different features 

where some strings are off repeated, some are palindrome and 

some are reverse palindrome.[3] which has positive 

influences in compression. Use of compression in biological 

data has the advantages of data structure, data modeling and 

speed [4].  

Dynamic programming is an important technique for the 

solution of problems involving the optimization of a sequence 

of decisions. The simple idea underlying this technique is to 

represent the problem by a process which evolves from state 

to state in response to decisions. A typical 

optimization problem then becomes one of the guiding system 

to a terminal state at minimum cost. 

When the cost structure is appropriate, the determination of 

an optimal policy (sequence of decisions) may be reduced to 

the solution of a functional equation in which the state appears 

as an independent variable 

Dynamic programming is a very use full model for problem 

solving in computer science [23]. Actually dynamic 

programming is based on the work of Bellman [25] and has 

been applied to problems in operation research, mathematics,  
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computer science and many other fields. 

Dynamic programming includes divide-and-conquer, linear 

and integer programming, and branch-and-bound. 

Divide-and-conquer actually divide the problem set in two set 

[25]. Linear and integer programming are applicable to 

problems with linear optimization functions and linear 

constraints [26]. Branch-and-bound is commonly used for 

pruning of large tree searches, and is also closely related to 

DP [27, 28]. 

II. LITERATURE SURVEY 

Many biological data compression algorithms have already 

proposed and having their different advantages. 

BioCompress and BioCompressed 2 are two algorithms 

proposed by Grumbach and Tahi [5], [6] based on Ziv and 

Lempel data compression method to find repeats, palindrome 

and reverse palindrome. 

E. Rivals et al. proposed cfact [7] which use Suffix Tree data 

structure to find longest repeats. Chen et al. proposed 

GenCompression which is a substitution based compression 

algorithm[8]. CTW[9] is another compression algorithm 

proposed by Matsumoto et al. that use Context Tree 

Weighting[10] method which is be good for short repeats. 

DNA Compress proposed by Chen et. al [11] also used the 

Lempel and Ziv compression scheme. Dynamic programming 

technique can also be used to compress DNA sequence and 

that was proposed by Behshad Behzadi et al. [12] Substitution 

and statistical combined approach is being used in an 

algorithm Normalized Maximum Likelihood proposed by 

Tabus.[13] HUFFBIT COMPRESS[14] is a extended binary 

tree based compression algorithm  and its compression rate is 

1.006 bits per phase. 

Look Up Table compression algorithm is based on fixed 

length LUT and LZ77 proposed by Sheng Bao et al, 

2005[15,16,17] Raja Rajeswari et al. [16] developed GenBit 

Compress that is based on extended binary tree.[18]. Taysir 

Soliman et al. proposed an algorithm that works on repeats 

and reverse palindrome sequencs[19]. Kamta Nath Mishra et 

al porposed another statistical and substitution methods 

named as DNACS[20] Differential Direct Coding [21]  this 

algorithm accommodates large data sets, consist of multiple 

sequences and auxiliary data and LSDB METHOD[22] 

performs gene based compression and reduce memory 

requirement. A symbol driven DNA Compression algorithm 

has also been proposed in cloud environment.[29] 

III. PROPOSED METHOD 

The proposed DNA compression algorithm is based on 

substitution technique. The total string is divided into 4 

symbols long sequences and then searched for repeat, reverse 

repeat and non repeated sequences and encoded to compress 

form. After compression of first set of 4 symbols the sequence 
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is checked for the equality of the second sets, if consecutive 

two set of symbols are same apply the previously computed 

result without further computation that will save computation 

time. 

γ =length of DNA sequence  

τ= length of compressed sequence 

Compression Ratio (Ω) = γ/ τ                          (1) 
COMPRESION(SET[i]) 

{Save result in a Intermediated variable} 

IF(SET[i]==SET[i-1]) 

                  {Use previously computer result} 

         ELSE 

                          { Compute Result Again} 

A. Compression 

1. Sub divide the DNA sequence into block each having 4 

symbols 

2. Assign each symbols following code: 

A: 00  T: 01  C: 10  G: 11 

3. A. If All the four symbols are same (i.e.  AAAA) use only 

one symbols and put it in new array 

  B. Divide each block into two sub block having 2 symbols 

i. If two blocks are same then use first block and then 

append + after and keep it new array. 

    ii. If two blocks are reverse to each other then use first     

     block and then append - after and keep it new array. 

  C. If consecutive three symbols are same then use symbol 

single time and then * and keep it new array. 

   D. If above any conditions are not matching then use 

binary code for each symbols  

 B.   Decompression 

1.  Read each four blocks 

2. A. If the compressed array contain single symbol 

decompress it by replicate it four times\ 

B.  If compressed array contain 3 character long sequence 

along with + at end then decompress it by using first two 

consecutive symbols two times deleting + 

       C. If compressed array contain 3 character long sequence 

along with - at end then decompress it by using first two 

symbols followed by reverse sequence of these symbols 

deleting – 

       D. If compressed array contain 3 characters along with 

‘*’ then use the previous symbols three times along with 

remaining symbols in proper position 

E. If any one of the above condition is not matched that  

means the DNA sequences are compressed by using 

binary sequences as follows 

 A: 00             T: 01       C: 01         G: 11 

C. Case Study 

Followings are some case studies considering different DNA 

sequence and analysis the Compression rate. 

  

CASE STUDY 1: 

AAAA---A 

γ=4 

τ=1 

Compression ratio (Ω):  4 

 

CASE STUDY 2: 

ATAT-- AT+ 

γ=4 

τ=3 

Compression ratio: 1.33 

 

CASE STUDY 3: 

GAAG-GA- 

γ=4 

τ=3 

Compression ratio (Ω):  1.33 

 

CASE STUDY 4: 

AAAG-A*G 

γ=4 

τ=3 

Compression ratio (Ω):  1.33 

 

D. Result Analysis 

 
 

Fig: Result Analysis-1 

 

 

 

 
 

Fig 2: Result Analysis-2 

 

E. Comparison with Existing Algorithm 

Algorithm Compression Rate 

GeneCompression 1.7428 

DNACompression 1.7254 

CBSTD 1.82 

Proposed Algorithm 4(when consecutive 4 

symbols are  same) 

1.33(In other cases) 

(i) 
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IV. CONCLUSION 

A substitution based DNA compression algorithm has been 

proposed that is based on dynamic programming.This 

proposed method has achieved a good compression rate 

having the added advantages of dynamic programming. 

Further investigation required for upgrading the compression 

rate. 
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